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ABSTRACT
Typhoid fever and typhoid perforation has become a major burden and causes a lot of deaths in the world especially in developing countries. This study considered a total of 418 patients diagnosed of Typhoid fever at the Tamale Teaching Hospital covering the period January 2010 to June 2015. The data was modelled using the Negative binomial regression model to ascertain the duration (days) of admission cases as well as the effect of some covariates. Preliminary analysis revealed children of school going age as the most vulnerable. Further, collinearity diagnostics did not exhibit interaction among the predictors. The results identified cost of treatment, location of patients and outcome of admission as significant contributing covariates. Based on the results, it was recommended that policy makers should take keen interest on the cost of treatment of typhoid since rising cost of treatment is likely to increase the number of days spent in the hospital thereby putting pressure on hospital facilities.
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1. INTRODUCTION

Typhoid fever is one of the leading causes of morbidity and mortality across the world [1]. Typhoid is caused by a bacterium of the genus Salmonella. Salmonella infection in humans can be categorized into two broad types, that caused by low virulence serotypes of Salmonella enterica which cause food poisoning, and that caused by the high virulence serotypes Salmonella enterica typhi (S. typhi), that causes typhoid, and a group of serovars, known as S. Paratyphi A, B and C, which cause Paratyphoid [2]. According to [3] also Typhoid fever is a potentially severe and occasionally life-threatening febrile illness caused by the bacterium Salmonella enterica serotype Typhi. Paratyphoid fever is a similar illness caused by S. enterica serotype Paratyphi A, B (tartrate negative), or C. Humans are the only host of this latter group of pathogens. S. Typhi is a highly adapted human-specific pathogen [4], and the illness caused by these bacteria is a serious public health concern, particularly in developing countries [5,6].

However, typhoid and paratyphoid fevers are still common in less-industrialized countries, owing to the consumption of unsafe drinking water, inadequate sewage disposal and flooding. The last important outbreak recorded by the World Health Organization (WHO) counted a total of 42,564 cases and 214 deaths (case fatality ratio, 0.5%) in the Democratic Republic of Congo from September 2004 to January 2005 [7]. Typhoid fevers are systemic diseases characterized by diarrhea, fever, loss of appetite, headache, malaise, abdominal pain and progressive weakness, prostration, confusion and delirium. When untreated, typhoid fever persists for three weeks to a month; the most common treatment consists of antibiotics such as ampicillin, amoxicillin or ciprofloxacin. Possible complications that can lead to death are intestinal hemorrhage and perforation, kidney failure and peritonitis [8].

“Typhoid Mary,” a cook who was closely associated with forty-seven cases and three deaths in New York over 100 years ago [1]. Diagnostic suspicion is based on clinical data complemented by information on travel. For the final diagnosis to be established, the bacteria have to be detected in stool, blood or bone marrow samples, or by the Widal test. There are two vaccines currently recommended by the WHO, both available on the Spanish market. One is the oral Vivottif manufactured with live mutant bacteria of Salmonella typhi Ty21a, and the other is the injectable Typhim which consists of the Vi capsular polysaccharide [9] and [10]. Both are protective against Salmonella typhi infection and are recommended for travellers going to areas where typhoid is endemic. There are several studies that show cross protection against Salmonella paratyphi A and B with Vivottif [11]. In Spain, the primary risk population consists of travellers to the Indian Subcontinent and Africa [12]. Typhoid and paratyphoid fever are important causes of morbidity and mortality and they result in large financial expenditures for the National Health Care System, especially due to hospitalizations [13]. According to the study of [14], drinking unboiled water at home was a significant risk factor in Kamalapur-Dhakar.

A recent estimate found that 22 million new typhoid cases occur each year in the world with some 200,000 of these resulting in death [15], indicating that the global burden of this disease has increased steadily from a previous estimate of 16 million [15]. However, case-fatality rates have decreased remarkably [16]. The highest number of cases (>100 per 100,000 persons/year) and consequent fatalities are believed to occur in South Central and Southeast Asia [1]. Generally, typhoid is endemic in impoverished areas of the world where the provision of safe drinking water and sanitation is inadequate and the quality of life is poor [17]. The best figures available for the global burden of enteric fever support this and suggest that Africa (50/100,000) has a far lower burden of disease than Asia (274/100,000). Although contaminated food [4,14,18-21], and water [19,22-25] have been identified as the major risk factors for typhoid prevalence. A range of other factors have been reported in different endemic settings such as poor sanitation [26], close contact with typhoid cases or carriers [27], level of education, larger household size, closer location to water bodies [27,28], flooding [29], personal hygiene [22], poor life style [25], and travelling to endemic areas [30]. In addition, climatic variables such as, rainfall, vapour pressure and temperature have an important effect on the transmission and distribution of typhoid infections in human populations [22,31].

Marks et al. [32] also posited that typhoid infection among children below five years was
high and identified defecating in free range as the main contributing factor in the Agogo community of the Ashanti region of Ghana.

There has been very scanty scientific study on the issue of typhoid fever in the northern Ghana. The issue of key covariates which turn to influence the length of stay of typhoid patients at the hospital is also been neglected in the scanty literature available in Ghana. It is against this background that, this study attempts to model the covariates that influence the length of stay of patients with typhoid fever in the hospital.

2. MATERIALS AND METHODS

This comprises of the data management and the study area.

2.1 Data Management and Sample Size

The data used in this study was a secondary data from Tamale Teaching Hospital. Tamale Teaching Hospital is located in the capital town of Northern Region-Ghana. Ghana is located in West Africa. It has a total population of over twenty four million people (24,000,000) [33]. The sample size was four hundred and eighteen (418). It covers the period from January 2010 to June 2015. This data was extracted from among other ailments from the District Health Information Management System (DHIMS). Tamale has a total population of 2,468,557 people [33]. A design matrix was formed after the extraction of the data, and the variables captured included the following, gender (sex), outcome of admission, principal diagnosis, location of patient (distance), occupation of patient, insurance of patient, ward admitted, age of patient, cost of treatment, date of admission and date of discharged (duration).

These variables were all coded as follows: gender (female = f, male = m), outcome of admission was categorized into three, either patient was discharged, absconded or died (discharged = d, absconded = a, death = t), diagnosis of patients were into two categories (Typhoid Fever = t, Typhoid Perforation = p), location of patient was considered in terms of distance of the patient from his/her residence to the hospital. This was classified into two categories and coded as (less than 10 kilometers = 1, greater or equal to 10 kilometers = 2), insurance status of the patient was also categorized into two and coded as yes = insured, no = not insured. Ward admitted was also coded as gynecology = g, medical = m, paediatrics = p, surgical = s, maternity = w. Age of patient was coded as under age (0-17years) = 1, work force (18-60 years) = 2, aged (61years and above) = 3. Cost of treatment and duration were continuous variables.

2.2 Concept of Generalized Linear Models and Model Building

Generalized Linear Model (GLM) is considered to be a flexible generalization of ordinary linear regression which allows for response variables that have error distribution models other than a normal distribution. The GLM generalizes linear regression by allowing the linear model to be connected to the response variable through an interaction and by allowing the magnitude of the variations of each measurement to be a function of its predicted value. Generalized linear models was formulated by [34] as a way of uniting various other statistical models, including linear regression, logistic regression and Poisson regression. They proposed an iteratively reweighted least squares method for maximum likelihood estimation of the model parameters. Maximum-likelihood estimation remains popular and is the default method on many statistical computing packages. Other approaches, including Bayesian approaches and least squares fits to variance stabilized responses, have been developed. There are several assumptions such as normality, homoscedasticity and linearity. However, in Generalized Linear models, normality assumptions is usually dropped for exponential distributions, homoscedasticity is also dropped for the variance function, and the linear assumption is also dropped for the link function and then translate the nonlinearity into a function of linear relationships which we call linear predictors.

A generalized linear models is made up of a linear predictor

\[ Y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_n x_n \]  

(1)

and two functions

1. A link function describes how the mean,

\[ E(Y_i) = \mu_i \]  

(2)

Depends on the linear predictor

\[ g(\mu_i) = Y_i \]  

(3)
2. A variance function that describes how the variance,

\[ V(Y_i) \] (4)

depends on the mean

\[ V(Y_i) = \phi(\mu) \] (5)

Where the dispersion parameter \( \phi \) is a constant [35].

The model of our study was given as

\[ \log Y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_n x_n \] (6)

The study looked at the Poisson distribution since a count data was considered. A negative binomial was subsequently fitted after the assumptions underlying the Poisson regression were not satisfied.

### 2.2.1 Poisson distribution

In analysing the data using Poisson distributions, it assumptions must be considered. And when such assumptions are violated then there will be a need to cure those violations in order to have an appropriate model. If either of these assumptions is violated, they can lead to extra variation, sometimes referred to as overdispersion. These assumptions are: The probability of observing a single event over a small interval is approximately proportional to the size of that interval, the probability of two events occurring in the same narrow interval is negligible, the probability of an event within a certain interval does not change over different intervals and the probability of an event in one interval is independent of the probability of an event in any other non-overlapping interval.

The number of days each patient stay at the hospital (in days) is recorded as count. As a consequence, the Poisson regression model is particularly appropriate for this type of response. The model is non-linear and describes the mean number of days. The distribution of the number of days using a Poisson model is of the form:

\[ P(Y = y) = \frac{e^{-\lambda T}(\lambda T)^y}{y!}, \quad y = 0, 1, 2, \ldots \] (7)

Where \( y \) represents the observed number of days, \( \lambda \) is a non-linear regression define as

\[ \lambda = e^{\beta x} > 0 \] (8)

The model matrix \( X \) is a \((p \times 1)\) vector of explanatory variables and \( \beta \) is a \((p \times 1)\) vector of regression parameters. The conditional mean

\[ E(y | x) = \lambda = e^{\beta x} \] (9)

The variance, (also called the heteroskedastic conditional variance) of the random variable is constrained to be equal to the mean i.e

\[ V(y | x) = \lambda \] (10)

In most practical situations such as ours, the estimates in (8), namely the \( \beta \)'s are estimated by the method of maximum likelihood, although different methods are also available [36-39]. Because of the equidispersion assumption which, in most cases, is typical, our analysis added a fit of a more general specification model known as the Negative Binomial (NB) model. The mean of the Poisson distribution is \( \lambda \). For the Poisson distribution, the variance, \( \lambda \), is the same as the mean, so the standard deviation is \( \sqrt{\lambda} \).

### 2.2.2 Negative binomial distribution

This analysis is considered to be a fit of a more general specification model known as the Negative Binomial (NB) model. This model (at least one alternative of) has become the standard choice for basic statistical analysis of count data [37] especially among statisticians i.e., the so-called generalized linear model. [40] is among the first to use this as a tool for the analysis of count. A negative binomial experiment has the following properties: (a) The experiment consists of \( x \) repeated trials (b) Each trial can result in just two possible outcomes. We call one of these outcomes a success and the other, a failure. (c) The probability of success, denoted by \( P \), is the same on every trial.(d) The trials are independent from one another; the outcome on one trial does not affect the outcome on other trials.

#### 2.2.2.1 Mean of the negative binomial distribution

If we define the mean of the negative binomial distribution as the average number of trials required to produce \( r \) successes, then the mean is equal to:

\[ \mu = \frac{r}{p} \]
Where $\mu$ is the mean number of trials, $r$ is the number of successes, and $P$ is the probability of a success on any given trial. The Negative Binomial probability distribution of $Y$ is
\[
P(Y = y) = \binom{r+y-1}{y} \frac{\lambda^r}{(y+r)^{\gamma}} \frac{\Gamma(y+1)\Gamma(r+\lambda)}{\Gamma(y+r+\lambda)}
\]
for each independent variable is within the reference value of $1<VIF<5$. Also using the tolerance values from the Table 1 shows no interaction since each value was close to the reference figure of 1.

### Table 1. Collinearity diagnostic

<table>
<thead>
<tr>
<th>Model variables</th>
<th>Tolerance</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of treatment</td>
<td>0.788</td>
<td>1.268</td>
</tr>
<tr>
<td>Gender of patient</td>
<td>0.947</td>
<td>1.056</td>
</tr>
<tr>
<td>Outcome of admission</td>
<td>0.942</td>
<td>1.062</td>
</tr>
<tr>
<td>Principal diagnosis</td>
<td>0.922</td>
<td>1.085</td>
</tr>
<tr>
<td>Location of patient</td>
<td>0.881</td>
<td>1.135</td>
</tr>
<tr>
<td>Occupation of patients</td>
<td>0.864</td>
<td>1.158</td>
</tr>
<tr>
<td>Insurance of patient</td>
<td>0.971</td>
<td>1.029</td>
</tr>
<tr>
<td>Ward admitted into</td>
<td>0.754</td>
<td>1.327</td>
</tr>
<tr>
<td>Age of patient</td>
<td>0.942</td>
<td>1.062</td>
</tr>
</tbody>
</table>

The Poisson regression was used first in modelling the length of stay of typhoid patients since it was a count data. Goodness of fit test revealed a lack of fit hence the Negative Binomial Regression provided a good fit (See Table 2). The log link function was used to link the independent variables age, gender, outcome, speciality, insurance, location, cost, diagnosis and occupation.

The Goodness-of-fit refers to the extent to which a fitted model will conform to the data used in the model construction. Table 2 shows the goodness of fit for both Poisson regression and the Negative Binomial. It can be observed that the model selection indicators for Negative Binomial are much smaller than the indicators for poisson, therefore among the two models Negative Binomial was best for the data set under this circumstance. The Chi-square and the deviance values for Poisson were high compared to the reference value, which is an indication for over dispersion. The chi-square and the deviance values were 0.386 and 0.427 respectively. These values clearly indicate that, the model is well fitted since they both have values less than one.

Table 4 shows the parameter estimates. For outcome of admission, the log of counts of days spent at the hospital is expected to decrease by 0.881 for every discharged case at the hospital holding all other significant predictors in the model constant. For cost of treatment, the expected log of counts of patient's days will increase by 0.001 for each 1 Ghana cedi increase in the cost of treatment of Typhoid patients holding all other significant predictors in
the model constant. The log of counts of patients stay at the hospital whose residential location was less than 10 km is expected to decrease by 0.264 for a unit distance increased by a km.

Table 2. Goodness of fit test for poisson regression and negative binomial

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Poisson Value</th>
<th>DF</th>
<th>Sig.</th>
<th>Negative binomial Value</th>
<th>DF</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deviance</td>
<td>1911.1</td>
<td>401</td>
<td>4.766</td>
<td>154.961</td>
<td>401</td>
<td>0.386</td>
</tr>
<tr>
<td>Pearson chi-square</td>
<td>2119.275</td>
<td>401</td>
<td>5.285</td>
<td>171.051</td>
<td>401</td>
<td>0.427</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-1747.94</td>
<td>1</td>
<td>-</td>
<td>-1338.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Akaike’s Information Criterion (AIC)</td>
<td>3529.884</td>
<td>1</td>
<td>-</td>
<td>2711.731</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayesian Information Criterion (BIC)</td>
<td>3598.487</td>
<td>1</td>
<td>-</td>
<td>2780.334</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consistence AIC</td>
<td>3615.487</td>
<td>1</td>
<td>-</td>
<td>2797.334</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Test of model effects for negative binomial

<table>
<thead>
<tr>
<th>Source</th>
<th>Wald chi-square</th>
<th>DF</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept*</td>
<td>15.436</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>Gender</td>
<td>0.366</td>
<td>1</td>
<td>0.545</td>
</tr>
<tr>
<td>Outcome*</td>
<td>20.578</td>
<td>2</td>
<td>0.000</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>0.251</td>
<td>1</td>
<td>0.616</td>
</tr>
<tr>
<td>Location*</td>
<td>5.309</td>
<td>1</td>
<td>0.021</td>
</tr>
<tr>
<td>Occupation</td>
<td>2.808</td>
<td>4</td>
<td>0.590</td>
</tr>
<tr>
<td>Insurance</td>
<td>0.903</td>
<td>1</td>
<td>0.370</td>
</tr>
<tr>
<td>Speciality</td>
<td>3.997</td>
<td>4</td>
<td>0.406</td>
</tr>
<tr>
<td>Cost*</td>
<td>96.653</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>Age</td>
<td>0.128</td>
<td>1</td>
<td>0.721</td>
</tr>
</tbody>
</table>

*Sig. (P-value < 0.05)

Table 4. Negative binomial parameter estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>B</th>
<th>Wald chi-square</th>
<th>DF</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept*</td>
<td>1.665</td>
<td>4.255</td>
<td>1</td>
<td>0.039</td>
</tr>
<tr>
<td>Gender=f</td>
<td>0.069</td>
<td>0.366</td>
<td>1</td>
<td>0.545</td>
</tr>
<tr>
<td>Gender = f</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Outcome=a</td>
<td>-0.111</td>
<td>0.089</td>
<td>1</td>
<td>0.765</td>
</tr>
<tr>
<td>Outcome=d*</td>
<td>-0.881</td>
<td>20.576</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>Outcome=t</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Diagnosis=p</td>
<td>-0.078</td>
<td>0.251</td>
<td>1</td>
<td>0.616</td>
</tr>
<tr>
<td>Diagnosis=t</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Location=1*</td>
<td>-0.264</td>
<td>5.309</td>
<td>1</td>
<td>0.021</td>
</tr>
<tr>
<td>Location=2</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Occupation=a</td>
<td>-0.230</td>
<td>0.983</td>
<td>1</td>
<td>0.322</td>
</tr>
<tr>
<td>Occupation=h</td>
<td>-0.474</td>
<td>1.334</td>
<td>1</td>
<td>0.248</td>
</tr>
<tr>
<td>Occupation=s</td>
<td>-0.235</td>
<td>1.37</td>
<td>1</td>
<td>0.242</td>
</tr>
<tr>
<td>Occupation=t</td>
<td>-0.409</td>
<td>2.035</td>
<td>1</td>
<td>0.154</td>
</tr>
<tr>
<td>Occupation=u</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Insurance=n</td>
<td>0.158</td>
<td>0.803</td>
<td>1</td>
<td>0.370</td>
</tr>
<tr>
<td>Insurance=y</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Speciality=g</td>
<td>0.198</td>
<td>0.047</td>
<td>1</td>
<td>0.829</td>
</tr>
<tr>
<td>Speciality=m</td>
<td>0.196</td>
<td>0.061</td>
<td>1</td>
<td>0.905</td>
</tr>
<tr>
<td>Speciality=p</td>
<td>0.190</td>
<td>0.060</td>
<td>1</td>
<td>0.807</td>
</tr>
<tr>
<td>Speciality=s</td>
<td>0.464</td>
<td>0.358</td>
<td>1</td>
<td>0.550</td>
</tr>
<tr>
<td>Speciality=w</td>
<td>0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cost*</td>
<td>0.001</td>
<td>96.653</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>Age</td>
<td>-0.031</td>
<td>0.128</td>
<td>1</td>
<td>0.721</td>
</tr>
<tr>
<td>(Scale)</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(Negative Binomial)</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*Sig (P < 0.05)
whiles holding all other significant predictors in the model constant. This means that, the distance of typhoid patients contributes to how long they stay in the hospital. If the distance is 10km or more, the likelihood of patient staying longer in the hospital is high and if the distance is less than 10 km, the number of days a typhoid patient stay in the hospital is likely to reduce. The log of odds of patient days is expected to increase by 1.665 days if the distance (less than 10 km) covered by patients, cost of treatment and death are all zero in the model.

It is also noted that, holding other variables constant, The log of counts of patients stay at the hospital whose occupation are into agriculture, handicraft, students and trade will reduce the expected length of stay by 0.23, 0.47, 0.24 and 0.41 respectively. When a patient is admitted into gynecology Ward, the log of counts of patients stay at the hospital increases the expected length of stay by 0.20. Medical ward, paediatrics ward and surgical ward increases the length of stay by 0.20, 0.19 and 0.46 respectively. For the age of patient, the expected log of counts of patient's stays will decrease by 0.31. In general, it was observed from Table 4 that the variables that had significant effects ($P < 0.05$) were outcome of admission, location of patient and cost of treatment.

4. DISCUSSION

This is the first typhoid covariates study to the best of our knowledge for the Northern region of Ghana. Largely, these concept has been applied mostly to diarrhoea, cholera and malaria $[43-45],\text{ and }[46-48]$. Although these studies have shown great potential in identifying the covariates for this disease, no study has been found in the literature that applied the same analytical tool to the study of length of stay of typhoid patients in Ghana.

In common with previous findings $[5]$ and $[49]$, we found that the under age group of 0–17 years recorded the highest cases of typhoid. This confirms that the rate of infection is highest in young children placing more emphasis on vaccination policy $[50]$. Interestingly, we noticed that typhoid was evident in all age groups, and disproportionately affects both sex of the population.

In the Tamale metropolis of Ghana, the male population is more exposed for working and other purposes than females, which may explain the higher infection rates obtained for the males in the population $[51]$. Other factors such as location (that is either rural or urban) and cost of treatment may also be attributed to the disproportionate number of cases in the population $[52]$. Further study is therefore needed to determine the underlying risk factors of the disease for preventive measures to be put in place. The mean and median age of the cases was found to be 17 and 14 respectively, which contrasts earlier findings in Dhaka $[14]$. However it is similar to the results of studies from Pakistan, Indonesia and India $[26,28-29]$. A distinct seasonal variation was found with almost half (45%) of the reported cases found to have occurred during the raining season. This is contrasting to the finding of a prospective community-based study $[5]$ but supports other results $[28,49]$.

5. CONCLUSIONS

Typhoid fever is an acute illness associated with fever caused by Salmonella typhi bacteria. It can also be caused by Salmonella paratyphi. Generalized linear model was used to analyse the data. Both poisson and Negative Binomial Distributions were employed. It was noted after both analysis that, Negative Binomial was appropriate for the data. The test of the model effects indicated the variables that were significant. It shows that, the outcome of admission, location of patients and the costs of treatment were statistically significant ($P < 0.05$) in contributing to the length of stay of typhoid patients. The estimates of the parameters also showed the contributions of each variable in the work. It was realised that, a unit change in cost of treatment will increase the length of stay by 0.1% holding other variable constant. It was noted that, for keeping other variables constant, the outcome of admission (discharged) will reduce the expected length of stay by 88.1%. It can also be seen that, holding other variables constant, the location of patient will reduce the expected length of stay by 26%.
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